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Can Algorithms Learn to Collude? 



High-frequency retail price data 
from Germany where AI is 
supposed to have been widely 
adopted in 2017

-Margins of adopters +10%
-Margins in duopolies +30% 
after both duopolists adopt 
-No effect after only one 
duopolist adopts
-Margins only increase after 
adoption

Stephanie Assada, Robert Clarkb, Daniel 
Ershov, Lei Xud, "Algorithmic Pricing and 
Competition: Empirical Evidence from the
German Retail Gasoline Market"



How to understand and 
regulate data markets?

What are the incentives and 
risks faced by companies 
looking to sell personal data?

Alexandre de Cornière, and Greg 
Taylor, ìData and Competition: a
General Framework with Applications 
to Mergers, Market Structure, and 
Privacy Policyî, TSE WP, n. 20-1076

Bruno Jullien, Yassine Lefouili, and 
Michael Riordan, ìPrivacy Protection, 
Security, and Consumer Retentionî, TSE 
WP, n. 18-947,



What are the tradeoffs and incentives that 
guide AI investment for the benefit of the 
consumer (e.g. recommender system) vis-
à-vis AI investment for the benefit of the 
firm (e.g. price targeting).

How does using retention as an objective 
function biases the content of 
recommendation systems?
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Moral AI

The Moral AI chair explores the the way humans and machines treat each other
when they make decisions with a moral component.

Machines can make decisions with that impact human well-being. How do people 
want machines to behave in these cases?

Machines can judge the morality of humans and communicate this information to 
others. What are the social consequences?

Machines and humans can work together toward a common goal. Is this 
cooperation easy? Can it turn into unethical collusion?







Reduction of Risk Inequality



If mass surveillance and citizen 
scoring is part of our future, how 
do we introduce incentives for 
peer-to-peer cooperation, 
instead of blind obedience to 
the state?



Virtue Algorithms
The machine observes the online and offline behavior of the human
It aggregates these behaviors into one or several moral scores 
These scores are communicated to other humans 

•The Moral AI team is exploring several questions
•What are the possible inputs and outputs of these virtue algorithms?
•What are the privacy concerns of citizens, as objects and 
consumers of these algorithms?
•How do they use the moral scores of others when making 
decisions?
•Can these algorithms be used as tools of social control by the 
state?
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Augmented Society

Augmented SocietyEconomic Complexity Human Perception of Technology

The experimental study of 
people’s judgment of technology 

The use of machine 
learning tools and 
techniques applied to 
problems of economic 
devlopment

The creation of tools and 
processes to augment virtuous 
social participation



Economic Complexity

Traditional production functions, assume the 
existence of factors (e.g. capital, labor), and adjust 
coefficients (elasticities) to explain output as a 
function of these factors.

Economic complexity method attempt to learn 
both factors and coefficients directly from data 

using dimensionality reduction techniques (e.g. 
SVD). 
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Same Mistake Same Reaction
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Assign people randomly to two groups of ~200 people each

Randomized Experiments

Each group sees the same exact scenario, except
that one group sees it as the action of a machine, while the 

other, sees it as the action of a human

Differences in reactions tell us about biases that humans have for and against machines
(compared to humans)



An excavator is digging 
up a site for a new 
building. Unbeknownst to 
the driver, the site 
contains a grave. The 
driver does not notice the 
grave and digs through it. 
Later, human remains are 
found. 

Consider the 
following scenario

Would you judge this 
differently if the driver 
was a human or a 
machine? 



+80 scenarios
Dedicated chapters to algorithmic bias, privacy, & labor displacement. 



Moral Functions
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Moral Functions



Same Mistake Reaction
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People judge humans by their intentions,
and machines by their outcomes





2018 TED, Vancouver
A Bold Idea to Replace Politicians

?
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